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Abstract

CHIMERA is a multi-dimensional radiation hydrodynamics code designed to study core-collapse su-
pernovae. The code is made up of three essentially independent parts: hydrodynamics, nuclear burning,
and a neutrino transport solver combined within an operator-split approach. The multi-physics nature
of the problem, and the specific implementation of that physics in CHIMERA, provide a rather straight-
forward path to effective use of multi-core platforms in the near future.
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1 Introduction

Core-collapse supernovae are among the most ener-
getic events in the Universe, releasing 10°% erg of
energy on timescales of a few tens of seconds. They
produce and disseminate many of the elements heav-
ier than helium, making life as we know it possi-
ble. They mark the birth of neutron stars and black
holes. In recent years, it has become apparent that
core-collapse supernovae from massive progenitors
are associated with long gamma-ray bursts (Mathe-
son et al., 2003; Galama et al., 1998; Gehrels et al.,
2005)

As the name suggests, core-collapse supernovae
are initiated by the collapse of the iron cores of mas-

sive stars at the ends of their lives. The collapse
proceeds to ultrahigh densities, in excess of the den-
sities of nucleons in the nucleus of an atom (super-
nuclear densities). The inner core becomes incom-
pressible under these extremes, bounces, and, acting
like a piston, launches a shock wave into the outer
stellar core. This shock wave will ultimately propa-
gate through the stellar layers beyond the core and
completely disrupt the star in an explosion. How-
ever, in all realistic simulations to date, the shock
stalls in the outer core, losing energy as it plows
through the still infalling material. Exactly how the
shock is revived is unknown. This is the central
question in core-collapse supernova theory. Answer-
ing this question is made all the more difficult by



the daunting amount of physics inherent in the phe-
nomenon. Core-collapse supernovae are incredibly
complex events, requiring input from all the major
fields of modern physics — nuclear physics, particle
physics, relativity, solid-state physics — and mod-
ern computational methods to describe them ade-
quately. For all these reasons, the ultimate core-
collapse supernova mechanism remains unknown de-
spite four decades of computational effort.

Evidence has accumulated indicating that mul-
tidimensional effects play an important and per-
haps essential role in the mechanism. On the
observational side, spectropolarimetry, the large
average pulsar velocities, and the morphology of
highly resolved images of SN 1987A all suggest
that anisotropy develops very early on in the ex-
plosion [e.g., see Arnett et al. (1987) and McCray
(1993) for reviews and references]. On the theoret-
ical side, analyses of immediate post-bounce core
profiles given by computer simulations show that
a variety of fluid instabilities are present and may
play a role in the explosion mechanism [e.g., see
Buras et al. (2006), for a review]. In particular,
multi-dimensional numerical simulations have shown
that convective overturn in the neutrino-heated re-
gion behind the stalled shock may be important for
the success of the neutrino-driven mechanism, as it
helps transport hot gas from the neutrino-heating
region directly to the shock, while downflows simul-
taneously carry cold, accreted matter to the layer
of strongest neutrino heating where a part of this
gas readily absorbs more energy from the neutrinos.
These simulations have also revealed that a non-
radial, low-mode standing accretion shock instability
(SASI) may also grow, given time, via the propaga-
tion of sound waves (Blondin & Mezzacappa, 2007).
This low-mode distortion of the shock may be at
the root of some of the above mentioned supernova
observables.

The complexity of the supernova mechanism pre-
cludes a purely analytic investigation, requiring, in-
stead, realistic numerical simulations. This presents
great technical challenges. A typical supernova ex-
plosion energy is 10°1 ergs, or 1B (a unit of en-
ergy, the bethe, which honors Hans Bethe, who
spent more than a decade contributing to core col-
lapse supernova theory), and must be regarded as
marginal, being of the same order as the gravita-
tional binding energy of the envelope of the pro-
genitor ejected. On the other hand, 100 times this
energy resides in the internal energy of the imme-

diate post collapsed core, and the near negative of
this resides in the form of gravitational binding en-
ergy. Thus, simulations must be energy conserving
to high accuracy if we are to take their outcomes
seriously. Ultimately, 300 B in energy is released by
the core in neutrinos of all flavors, and their inter-
action with the stellar core and mantle will either
power the explosion itself or play a ma jor role in
the explosion dynamics. An inaccurate treatment
of neutrino transport can qualitatively change the
results of a simulation. Since neutrinos can origi-
nate deep within the core, where neutrino mean free
paths are small compared with other relevant length
scales, and propagate out to regions where the re-
verse is true, the transport scheme must be accurate
in both regimes plus the all-important intermediate
regime where the critical neutrino energy deposition
occurs. Neutrinos interact with matter in a variety
of energy-dependent ways, and this demands that
both the neutrino transport and the interactions
receive a full spectral implementation, rather than
having the neutrino spectrum prescribed. The an-
gular distribution of the neutrinos is also important
to compute accurately. In particular, it affects the
neutrino heating, and the latter is primarily deter-
mined in a region where the angular distribution can
neither be assumed to be isotropic nor radially free
streaming. Supernova simulations must be carried
out in two, and preferably three, spatial dimensions
for the reasons mentioned . The nuclear abundances
should be evolved in regions where nuclear statistical
equilibrium (NSE) cannot be maintained. This will
enable the potentially observable products of nucle-
osynthesis to be followed and the energy released by
nuclear burning to be fed back into the computa-
tion of the explosion dynamics. While the energy
released is expected to be rather small, it could be
locally significant and have an influence on the dy-
namics if all other factors give rise to a very marginal
outcome. Finally, general relativistic effects must
be incorporated, as they influence the size of the
neutrino heated region, the rate of matter advection
through this region, and the neutrino luminosities
and RMS energies (Bruenn et al., 2001). They can
profoundly affect the dynamics.

2 CHIMERA architecture

CHIMERA can well be described as a “chimera” of
three, separate, rather mature codes. The codes are
tightly coupled through a central database-type data



Figure 1: Visualization of the stellar matter entropy in a 2D CHIMERA simulation. The snapshot is from
the early evolution of an explosion of a 11.2 solar mass progenitor star. The small blue (cool) hemisphere at

the center is the nascent neutron star.

structure (cf. the FLASH code), where each code
module “checks out” copies of global variables, uses
or evolves them, and then “checks them back in.”
The primary code modules are used to evolve the
stellar gas hydrodynamics (VH1/MVH3), the ray-
by-ray neutrino transport (MGFLD-TRANS), and
the nuclear kinetics (XNET). These three “heads”
are augmented by a sophisticated equation of state
for nuclear matter (e.g. Lattimer & Swesty (1991))
and a self-gravity solver capable of an approximation
to general-relativistic gravity(specifically, a spectral
Poisson solver is used to determine the gravita-
tional field (Miiller & Steinmetz, 1995) with general-
relativistic corrections to the spherical component
(Marek et al., 2006)).

2.1 Hydrodynamics

The hydrodynamics module in CHIMERA is a mod-
ified version of the PPM code VH-1, which has been
widely used in astrophysical fluid dynamics simu-
lations and as an important benchmark code for a
variety of platforms. VH-1/MVHS3 is a Lagrangian
remap implementation of the Piecewise Parabolic
Method (PPM) (Collela & Woodward, 1984). Being
third order in space (for equal zoning) and second

order in time, the code is well suited for resolving
shocks, composition discontinuities, etc. with mod-
est grid requirements. Redshift and time dilation
corrections are included in both the hydrodynamics
and neutrino transport (to be described later). A
moving radial grid option, where the radial grid fol-
lows the average radial motion of the fluid, makes
it possible for the core infall phase to be followed
with good resolution. The code module has recently
been updated with a new domain decomposition
scheme more amenable to three-dimensional simual-
tions in spherical polar coordinates (a necessary step
for performing three-dimensional simulations within
the ray-by-ray approach to be described below).

2.2 Neutrino Transport

Ideally, neutrino transport should be implemented
with full multi-D Boltzmann transport. This impor-
tant effort is being made but will be very computa-
tionally expensive. We compromise by implement-
ing a ray-by-ray-plus approximation [cf. Buras et al.
(2006)] for neutrino transport, whereby the lateral
effects of neutrinos such as lateral pressure gradi-
ents (in optically thick conditions), neutrino advec-
tion, and velocity corrections are taken into account,



but transport is performed only in the radial direc-
tion. Transport is computed by means of multigroup
flux- limited diffusion with a flux limiter that has
been tuned to reproduce Boltzmann transport re-
sults to within a few percent (Liebendorfer et al.,
2004) . All O(v/c) observer corrections have been
included. The transport solver is fully implicit and
solves for four neutrino flavors simultaneously (i.e.,
ve's, Ue's, v,’s and vy s (collectively v,’s), and ,,’s
and 7,’s (collectively 7,’s)), allowing for neutrino
neutrino scattering and pair-exchange, and different
v and v opacities. The PPM technology has been di-
rectly applied to both the spatial and energy advec-
tion of neutrinos in both the radial and lateral direc-
tions. The neutrino opacities employed for the sim-
ulations are the standard ones described in Bruenn
(1985), with the isoenergetic scattering of nucleons
replaced by the more exact formalism of Reddy et al.
(1998), which includes nucleon blocking, recoil, and
relativistic effects, and with the addition of nucleon-
nucleon bremsstrahlung (Hannestad & Raffelt, 1998)
with the kernel reduced by a factor of five in accor-
dance with the results of Hanhart et al. (2001).

2.3 Nuclear Kinetics

The nuclear composition in the non-NSE regions of
these models is evolved by the thermonuclear reac-
tion network of Hix & Thielemann (1999). This is a
fully implicit general purpose reaction network; how-
ever,currently we have implemented only a so-called
a-network, i.e. only reactions linking the 14 alpha
nuclei from *He to %9Zn are used. Data for these
reactions is drawn from the REACLIB compilations
(Rauscher et al., 1996). The nucleons have only very
small abundances at any time and are included to
make the NSEnon-NSE transition smoother. The
iron-like nucleus is included to conserve charge in a
freezeout occurring with an electron fraction below
0.5 [cf. Kifonidis et al. (2003)].

3 Module Performance

3.1 Hydrodynamics Scaling

Although the hydrodynamics is a very small part of
the overall cost of a supernova simulation (e.g. for a
fiducial resolution of 600 radial zones and 200x100
angular zones, a single hydrodynamic timestep, in-
cluding communication, on 5000 cores takes less
than a third of second, whereas the nuclear net-

work solve takes >10 seconds and the neutrino trans-
port solve requires>3 seconds), the number of desir-
able zones in a high-resolution simulation will dic-
tate the use of >10,000 to 20,000 or more MPI pro-
cesses. Therefore, excellent scaling at lower proces-
sor counts is essential for future success.

The new domain decomposition for MVH3 is
shown in Figure 2. Hydrodynamic sweeps are made
on “pencils” along one direction of a logically Carte-
sian mesh. Then, a data transpose is performed
to switch the sense of the sweeps to one of the or-
thogonal directions, followed by a sweep. This pro-
cedure can be interleaved in various ways within
the operator-split scheme, but a canonical hydro
timestep would have sweeps like X-Y-Z-Z-Y-X, i.e.
a sweep in the “X-direction” (or, e.g. radius), fol-
lowed by a Y sweep, followed by a Z sweep, followed
by a reverse of that sequence. This decomposition
is necessary for the ray-by-ray neutrino transport,
as it allows a single “ray” to be resident on a pro-
cessor at some point in a timestep. This makes the
neutrino transport solve a wholly local computation,
requiring no communication.

We have performed a series of benchmark hydro-
only simulations at a set resolution of 600 radial by
200 azimuthal zones by 100 longitudinal zones. Re-
sults of these benchmarks are shown in Figure 3.
Communication time is broken down into time for
“gets” and “puts” for a each sweep step.

MVHS3 starts to exhibit reduced scaling above
2500 cores and after 5000 cores the lack of local
work per process serves to effectively halt scaling.
This can be seen in the breakdown of communica-
tion and computation. While computation continues
to scale, the communication does not and accounts
for almost 50% of the time at 5000 cores. Although
the local work per timestep will increase many or-
ders of magnitude in the full application, making the
hydro solves themselves as scalable as possible is a
design goal.

We have investigated a new implementation of
a modified version of MVH3 on the X1E using Co-
Array Fortran (CAF) to do ”puts” into position for
the next sweep. The parallel loops are blocked into
”pencils” and puts are done as pencils are completed.
This modification does three things:

e It eliminates the “get” stage.

e As the puts are done as pencils the commu-
nication is spread out in time much more as
opposed to being focused in an single all-to-
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Figure 2: Schematic view of MVH3 domain decomposition.



MVH3 Strong Scaling for 600x200x100

400 3584
350 ‘%2
300 03.5

[¢)]
o

Speed kz/s/pe
N - N N
o O O O
o O o o

o

0 2000 4000

6000

6.3

103.7

8000 10000 12000

Number of Cores

Figure 3: MVHS3 strong scaling for a typical resolution for supernova simulation.

all.

e The puts can be asynchronous, meaning virtu-
ally all of the latency can be hidden.

This has been done on the X1E as we had access
to a CAF compiler for more rapid prototyping. In
the future, we hope to convert the CAF version to
use the shmem library on the XT platform. This is
future work not entirely limited by our time and in-
terest, however: the XT3 was not designed to do
one-sided communication. However, Baker is de-
signed for one-sided communication in many ways,
and shmem performance should be quite good. In
any event, this should be a rather robust use of the
model, and shmem developers should be able to use
it as an effective foil for development.

3.2 XNET Single-processor Perfor-
mance

As the calculation of the nuclear kinetics will be-
come the dominant computational load as we move
to a 150-isotope network while keeping the neutrino
transport in the MGFLD approximation, the single-
processor performance of XNET becomes an impor-
tant consideration. We have profiled a typical super-
nova nucleosynthesis problem using XNET and find

that the building of the Jacobian for the implicit
solve takes roughly half the 5 seconds necessary to
evolve a single hydro zone. The other half of the
time is in the solve itself. This solve, since it lies at
the bifurcation point between the sizes where dense
and sparse solvers are found to work best, is simply
performed with a single LAPACK driver call. Grat-
ifyingly, we find that the entire module, owning to
reasonable construction of the Jacobian and good
vendor-supplied LAPACK and BLAS performance,
achieves a little better than 50% of peak on the XT4.

4 Conclusion

We have developed a numerical code coupling multi-
dimensional hydrodynamics, a nuclear reaction net-
work, and spectral neutrino transport in a “ray-
by-ray-plus” approximation to simulate core col-
lapse supernovae from the infall epoch to ~1 sec
post bounce. We have already performed 2D sim-
ulations with the code, obtaining explosions for
a wide variety of progenitor masses and incorpo-
rated physics. High-entropy plumes separated by
lower-entropy downflows are evident by 100 ms post
bounce for all models. The plumes begin to merge,
so that by 200 ms two or three large bubbles remain
and begin to distort the shock. Bipolar oscillations



of the shock begin to become evident at this time as
well, which we attribute to the SASI. Most interest-
ing is the synergistic interplay between the reduced
ram pressure, the energy released by the burning of
the shocked oxygen-rich material, and neutrino heat-
ing that ensues once the oxygen-rich layers penetrate
the shock. All three ingredients appear to be essen-
tial and result in the shock being pushed out into
the unburnt material and an explosion. The results
reported here are very promising in that many super-
nova observables may be reproduced, but they need
to be viewed with caution. The simulations need
to repeated with GR incorporated into the code,
and in 3 dimensions, preferably with the use of a
singularity-free grid.
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